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Abstract

This paper describes two new retention models for predicting retention under different reversed-phase liquid chromatog-
raphy (RPLC) conditions. The first one is aglobal linear solvation energy relationship (LSER) that expresses retention as a
function of both solute LSER descriptors and mobile phase composition. The second is a so-called ‘‘typical-conditions
model’’ that expresses retention under a given chromatographic condition as a linear function of retention under different
so-called ‘‘typical’’ conditions. The global LSER was derived by combining thelocal LSER model and the linear solvent
strength theory (LSST) of RPLC. Compared to local LSER and the LSST models, the global LSER model requires far fewer
retention measurements for calibrating the model when different solutes and different mobile phase compositions are
involved. Its fitting performance is equal to the local LSER model but worse than that of LSST. The poor fit of the global
LSER results primarily from the local LSER model and not from the LSST model. The typical-conditions model (TCM) was
developed based on a concept of multivariate space that is conceptually compatible with LSER. However, no LSER
descriptors are used in the TCM approach. The number of input conditions needed in the typical-conditions model is
determined by the chemical diversity of the solutes and the conditions involved. Principal component analysis (PCA) and
iterative key set factor analysis (IKSFA) were used to find the number of typical conditions needed for a given data set.
Compared to LSER, LSST, and global LSER, the typical-conditions model is more precise and requires fewer retention
measurements for calibrating the model when different solutes and different stationary and/or mobile phases are involved.
 2002 Published by Elsevier Science B.V.
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1. Introduction separating chemical mixtures [1,2]. One of the most
time-consuming tasks in RPLC is the development of

Reversed-phase liquid chromatography (RPLC) is optimized methods for separating complex mixtures
the most widely used chromatographic method for [3–5]. Changes in the stationary phase type and the

eluent composition are often necessary to optimize
the separation. To speed up method development, it
is often necessary to predict retention of different*Corresponding author. Tel.:11-612-624-0253; fax:11-612-
solutes under different conditions. Such retention626-7541.

E-mail address: carr@chem.umn.edu (P.W. Carr). prediction requires a model to describe retention as a
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function of both solute properties and experimental phase composition expressed as the volume fraction
conditions. (f) of the organic modifier in the mobile phase (this

Retention can be related to the free-energy change is termed linear solvent strength theory (LSST)):
associated with the solute distribution between the

log k 5 log k 2 Sf (2)wstationary and mobile phase. Many types of solute–
phase interactions, including dispersive, dipolar, and The LSST coefficients (logk and S) can bew
hydrogen bonding interactions, all simultaneously calibrated by measuring the retention of a solute at
contribute to the free energy of retention. The free two eluent compositions. The calibrated LSST equa-
energy contributions from these interactions depend tion can then be used to predict retention of the same
not only on the ability of the solute to participate in solute at other mobile phase compositions. However,
these interactions, but also on the response of theLSST has to be calibrated foreach solute examined,
phases to these interactions. That is, retention is and the number of calibrations increase as the
inherently multivariate. number of solutes of interest increases.

Many have recognized this multivariate nature of This paper describes two new models that are
retention and have shown [6–21] that the retention of more general than either LSER or LSST. The first
structurally diverse solutes under a given experimen- one is a global linear solvation energy relationship
tal condition can be modeled by a linear solvation (global LSER) that expresses retention as a function
energy relationship (LSER): of both solute LSER descriptors and eluent com-

position. The second is a so-called ‘‘typical-con-H H*log k 5 log k 1 vV 1 sp 1 aO a 1 bO b0 2 2 2 2 ditions model’’ (TCM) that expresses retention under
1 rR (1) a given chromatographic condition as a linear func-2

tion of retention under other ‘‘typical’’ conditions.
where k is the solute retention and the subscript 2 These other conditions are comprised of either
denotes the solute descriptors, which include molar different eluent types or compositions or different

*volume (V ), dipolarity /polarizability (p ), overall2 2 types of stationary phase. We developed these
Hhydrogen-bond acidity (o a ), overall hydrogen-2 models so that fewer retention measurements would

Hbond basicity (o b ), and excess molar refraction2 be required for calibration compared to either the
(R ). These descriptors represent the ability of the2 LSER or LSST model when multiple solutes and
solute to participate in various solute–phase interac- multiple conditions are involved.
tions. Each solute descriptor is multiplied by a
coefficient that represents the system response

1.1. The global linear solvation energy(combination of mobile and stationary phases) to
relationship (global LSER)these interactions.

The LSER coefficients (v, s, a, b, r, and logk )0 Retention can be related to the equilibrium con-can be ‘‘calibrated’’ by measuring the retention of a
stant (K) of solute distribution between the stationaryset of judiciously chosen, structurally diverse solutes
and mobile phases and can be further related to thewhose LSER descriptor values are known. The
free energy of solute transfer from the mobile phasecalibrated LSER equation can then be used to predict
to the stationary phase (DG8):retention of other solutes whose LSER descriptor

values are known. However, the LSER model has to log k 5 logF 1 log K 5 logF 2DG8 /2.3RT (3)
be calibrated foreach condition examined. Thus, the

whereF is the ratio of the volume of the stationarynumber of calibrations and the effort involved in-
phase to the volume of the mobile phase within thecrease as the number of conditions of interest
column. By definition, logk in the LSST model isincreases. w

the hypothetical retention that the solute would haveSnyder et al. have shown [22,23] that, in the
in a purely aqueous eluent (f50). Therefore, logkbinary aqueous–organic eluents typically used in w

can be related to the free energy of solute transferRPLC, the retention of a solute can be useful
from water to the stationary phase:approximated as a quasi-linear function of the mobile
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retention measurements are required for calibratingkw+ ]DG 5 2 2.3RT log (4) global LSER than for calibrating either local LSERw F
when more than two values off are to be examined

If we set f in the LSST equation equal to unity, or LSST when more than six solutes are to be
from Eq. (2) we see that examined.

Kaliszan et al. [24,25] proposed a similar ‘‘glob-S 5 log k 2 log k (5)w org al’’ approach based on quantum mechanically calcu-
lated molecular properties, the total molecular energywhere log k denotes the retention in a purelyorg

and the maximal excess electronic charge difference.organic eluent. Assuming that the stationary phase is
They then tested their global approach with RPLCnot modified by sorption of mobile phase and using
retention obtained on C stationary phases usingEqs. (2), (4) and (5),S can be related to the free 18

methanol–water mobile phases. In prior work weenergy of solute transfer from water to pure organic
have shown that the global approach is consistentmobile phase:
with linear free energy theory, and tested our global

DG8 5 2 2.3RTS (6)S LSER approach with RPLC retention obtained on C8

stationary phases using three different types ofSince both logk andS are free energy parameters,w

mobile phases (methanol, acetonitrile, and tetrahy-we can, in principle, model logk and S using thew

drofuran mixtures with water) [26]. The presentLSER approach:
paper gives the results of the global LSER approachH*log k 5 log k 1 v V 1 S p 1 a O aw 0,w w 2 w 2 w 2 applied to RPLC retention obtained on five different

H types of stationary phases using the same three types
1 b O b 1 r R (7)w 2 w 2 of eluent types (Table 1). We then compare the

results with those of the typical-conditions model.H*S 5 log k 1 v V 1 S p 1 a O a0,S S 2 S 2 S 2

H
1 b O b 1 r R (8)S 2 S 2

1.2. Typical-conditions model
where v , s , a , b , r , and log k are LSERw w w w w 0,w

coefficients for logk and v , s , a , b , r , and logw s s s s s Although the global LSER is more general than
k are LSER coefficients forS. By replacing the0,s the local LSER, the values of the LSER descriptors
two coefficients in the LSST model with the two must be known for all solutes of interest. At present,
LSER models [Eqs. (7) and (8)] and collecting the the values of LSER descriptors are not available for
terms, we have effectively extended thelocal LSER most existing and new chemicals, and their de-
to the global LSER: termination is experimentally difficult especially for

the highly polar solutes typical of those of interest inlog k 5 (log k 2 log k f)1 (v 2 v f)V0,w 0,S w S 2
biochemistry and the pharmaceutical industry.

H*1 (s 2 s f)p 1 (a 2 a f)O a Since multiple conditions are often necessary tow S 2 w S 2

optimize the separation of complex mixtures, pre-H
1 (b 2 b f)O b 1 (r 2 r f)R (9)w S 2 w S 2 dicting retention under one condition from retention

under other conditions can be useful for minimizingA global LSER expresses retention as a concurrent
the number of trial runs. Since similar solute–phasefunction of both the solute LSER descriptors and
interactions can operate under different conditions,mobile phase composition (f) with a maximum of
there must be an inherent correlation of retention12 coefficients regardless of the number of solutes
from different conditions. That is, the retention underand the number of mobile phase compositions under
one condition might be useful as an empiricalconsideration. This is obviously a tremendous advan-
‘‘solute descriptor’’ to model the retention undertage over both the local LSER and LSST models,
other conditions.because the local LSER requires six coefficients for

Many years ago, Collander suggested [27] thatevery value off examined, and LSST requires two
there might be a linear relationship between twocoefficients forevery solute examined. That is, fewer
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Table 1
Thirty-two conditions comprised of five stationary phases and three types of eluents at four compositions

Condition Stationary Mobile Condition Stationary Mobile
phase phase phase phase

A 1 Betasil-C 30% ACN E 17 POMA-ZrO 60% MeOH18 2

2 Betasil-C 40% ACN 18 POMA-ZrO 50% MeOH18 2

3 Betasil-C 50% ACN 19 POMA-ZrO 40% MeOH18 2

4 Betasil-C 60% ACN 20 POMA-ZrO 30% MeOH18 2

B 5 Betasil-C 40% MeOH F 21 PS-ZrO 50% ACN18 2

6 Betasil-C 50% MeOH 22 PS-ZrO 40% ACN18 2

7 Betasil-C 60% MeOH 23 PS-ZrO 30% ACN18 2

8 Betasil-C 70% MeOH 24 PS-ZrO 20% ACN18 2

C 9 Betasil-C 20% THF G 25 Phenyl-SiO 70% ACN18 2

10 Betasil-C 30% THF 26 Phenyl-SiO 60% ACN18 2

11 Betasil-C 40% THF 27 Phenyl-SiO 50% ACN18 2

12 Betasil-C 50% THF 28 Phenyl-SiO 40% ACN18 2

D 13 POMA-ZrO 40% ACN H 29 PRP-1 80% ACN2

14 POMA-ZrO 30% ACN 30 PRP-1 70% ACN2

15 POMA-ZrO 20% ACN 31 PRP-1 60% ACN2

16 POMA-ZrO 10% ACN 32 PRP-1 50% ACN2

partition coefficients (K andK ) from two different efficients that can be regarded as the phase response1 2

but related partition systems: to these interactions. If LSER is a realistic model for
RPLC retention, then from the theories of linear

log K 5 a log K 1 b (10)2 1 algebra and multivariate statistics, there must exist
multivariate relationships to enable the correlation of

If we treat retention in RPLC as a partition process,
retention under one condition to retention under

retention of solutes can be related to their partition
several other conditions. That is, retention under

coefficients (K) for the partitions between the
several (hopefully only a few) conditions can be used

stationary and mobile phases:
as empirical but precise ‘‘descriptors’’ to model and
predict the retention under other desired conditions.log k 5 logF 1 log K (11)

The number of conditions that must be included in
this multivariate correlation is dictated by the num-whereF is the ratio of the stationary phase volume
ber of active solute–phase interactions responsibleto the mobile phase volume within the column. The
for the systematic variations in the retention of allCollander type relation has been extended to corre-
the solutes and conditions involved. An intermolecu-late retention under a given condition with retention
lar interaction is active if the ability of differentunder another condition [28]. However, good corre-
solutes to participate in the interaction and the phaselations in RPLC are obtained for structurally diverse
response to the interaction under different conditionssolutesonly when the two conditions are chemically
are both significantly different. However, includingvery similar oronly for structurally related solutes if
an excessive number of conditions introduces thethe two conditions are chemically different [29].
‘‘multicollinearity’’ problem in the correlation [30],LSER models retention of structurally diverse
causing large uncertainties in predictions using thesolutes under each condition as a linear combination
correlation; including fewer conditions loses perti-of solute properties that represent the ability of the
nent information in the correlation, causing poorsolutes to participate in various solute–phase interac-
correlation performance.tions. The LSER equations established for different

If we arrange the retention data for all the solutesconditions differ only in the combination of co-
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and conditions of interest in a matrix, the number of conditions’’, and the multivariate correlation using
solute–phase interactions active in the matrix can be these conditions is thus termed the ‘‘typical-con-
determined from principal component analysis ditions model’’.

¨(PCA) of the matrix. Geometrically, each solute in Lochmuller et al. found that three factors are
the matrix can be considered as a point in the required in their PCA models to describe retention
multidimensionaldata space whose coordinate axes obtained on similar RPLC columns (all C station-18

are defined by the conditions in the matrix. Assum- ary phases) with binary and ternary eluents of
ing that the number of conditions in the matrix is different compositions. They then used target factor
larger than the number of active solute–phase inter- analysis (TFA) to select a ‘‘key set’’ of three
actions, the solutes will form a lower dimensional conditions from the same data matrix to approximate
pattern in the high dimensional data space. PCA the factor space for retention prediction [31–33]. The
allows us to extract theminimum number of new key conditions were selected such that they re-
axes (factors) as linear combinations of the original produce the data with minimum error. We believe
axes (retention under different conditions) to describe that there is a strong possibility for highly correlated
the inherent pattern in the data space. The factors are conditions to be selected as key conditions using this
determined such that the first factor points in the minimum-error approach and the resulting correla-
direction of maximum variation in the multidimen- tion using these key conditions can cause large
sional cloud of data points. Each successive factor uncertainties in predicting the retention of other
points at right angles (orthogonal) to the prior ones solutes using the correlation.
and explains the maximum data variation not ac- Geometrically, each condition in the matrix can be
counted for by the prior factors. These factors are considered as a vector in the multidimensionaldata
ordered in terms of the fraction of the retention space whose coordinate axes are defined by the
variation which they explain. solutes in the matrix. Correlation between two

The number of factors needed to describe the data conditions can be measured by the angle spanned by
pattern is only as large as the number of active the two condition vectors. The typical conditions are
solute–phase interactions that are responsible for the the most orthogonal conditions available in a re-
data pattern. Any additional PCs explain the remain- tention data matrix. When a retention data matrix is
ing variation contributed mainly by the experimental small and the dimension of the inherent data pattern
uncertainties associated with the retention measure- is low, finding the most orthogonal conditions poses
ments. To determine the number of active solute– little difficulty, because we can quickly compare all
phase interactions that are responsible for the data possible combinations for the most orthogonal con-
pattern, we should retain a minimum number of ditions. However, for a large data matrix havingc
factors to describe only thesystematic variations in conditions and ann-dimensional inherent data pat-
the retention and exclude those factors that describe tern, there would bec! /(c 2 n)!n! possible combina-
the variations caused mainly by the experimental tions. The number of combinations can become very
uncertainties. large and the time needed to perform an exhaustive

In principle, once the minimum number of factors search can be too long to use it routinely. In this
are determined for a retention data matrix, retention case, iterative key set factor analysis (IKSFA) [34]
under any condition in the matrix can be modeled by can be used to speed up the search for the most
the retention under the same number of other con- orthogonal conditions. IKSFA uses PCs as guides to
ditions in the same matrix. However, the retention find the most orthogonal conditions such that the
under various conditions are often highly correlated. number of searches required is significantly reduced
If the highly correlated conditions are included in the compared to the exhaustive search.
correlation, large uncertainties can result in predict-
ing retention using that correlation. Therefore, the
least correlated conditions must be selected from the 2. Experimental
matrix to provide the most reliable predictions.
These least correlated conditions are called ‘‘typical The retention data in this paper were taken from
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Refs. [35–37] which give detailed descriptions of the Phenyl-SiO is a phenyl-bonded phase based on2

experimental conditions employed. All the chromato- silica (5mm) and was donated by Alltech Associates
graphic measurements were made on a Hewlett- (DeerField, IL). Hamilton PRP-1 is a poly(styrene–
Packard 1100 chromatograph, equipped with a divinylbenzene) resin (10mm) phase, and was
quaternary pump, a vacuum degasser, an autosam- purchased from Chrom Tech (Apple Valley, MN).
pler, a thermostatted-column compartment controlled The most common organic modifiers, methanol
at 308C, a variable wavelength UV detector and (MeOH), acetonitrile (ACN), and tetrahydrofuran
Chemstation software (Hewlett-Packard, Wilming- (THF), were used in binary aqueous mobile phases.
ton, DE). The averages of triplicate measurements of Four compositions for each organic modifier were
the retention time were used to calculate the re- chosen to cover a wide and linear range of the LSST
tention factors. The average experimental uncertainty model so that the performance of the global LSER
is estimated to be 0.02 in logk units. and typical-conditions models could be compared to

Five different RPLC stationary phases were used that of the more conventional LSST approach.
in this data set. They were chosen to be chemically HPLC-grade solvents were used for the mobile
diverse (Table 1) and responsive to different types of phases.
intermolecular interactions. Betasil-C is a typical A total of 22 structurally diverse solutes were18

ODS-bonded phase based on silica. The particles (5 carefully chosen to cover a wide range of chemical
mm) were a gift from Keystone Scientific (Belle- and structural properties in terms of LSER solute
fonte, PA). POMA-ZrO is a homemade zirconia- descriptors (Table 2). This small set of solutes does a2

based phase with poly(octadecene-co-maleic acid) very good job of reproducing the LSER fitting
coated and cross-linked on bare zirconia particles coefficients obtained by Tan in a study with over 80
(3.1 mm) [36]. PS-ZrO is another homemade zir- structurally diverse solutes [7,9]. However, no2

conia-based phase with polystyrene coated and cross- amines or other ionic solutes were included in order
linked on bare zirconia particles (|2.5 mm) [38]. to avoid complexities from ionic interactions during

Table 2
Twenty-two test compounds and their LSER descriptor values

a H H*No. Solute V /100 p o a o b Rx 2 2 2 2

1 N-benzyl formamide 1.1137 1.80 0.40 0.63 0.990
2 Benzylalcohol 0.9160 0.87 0.33 0.56 0.803
3 Phenol 0.7751 0.89 0.60 0.30 0.805
4 3-Phenyl propanol 1.1978 0.90 0.30 0.67 0.821
5 p-Chlorophenol 0.8975 1.08 0.67 0.20 0.915
6 Acetopheonone 1.0139 1.01 0.00 0.48 0.818
7 Benzonitrile 0.8711 1.11 0.00 0.33 0.742
8 Nitrobenzene 0.8906 1.11 0.00 0.28 0.871
9 methyl benzoate 1.0726 0.85 0.00 0.46 0.773

10 Anisole 0.9160 0.75 0.00 0.29 0.708
11 Benzene 0.7164 0.52 0.00 0.14 0.610
12 p-Nitrotoluene 1.0315 1.11 0.00 0.28 0.870
13 p-Nitrobenzyl chloride 1.1539 1.34 0.00 0.40 1.080
14 Toluene 0.8573 0.52 0.00 0.14 0.601
15 Benzophenone 1.4808 1.50 0.00 0.50 1.447
16 Bromobenzene 0.8914 0.73 0.00 0.09 0.882
17 Naphthalene 1.0854 0.92 0.00 0.20 1.340
18 Ethylbenzene 0.9982 0.51 0.00 0.15 0.613
19 p-Xylene 0.9982 0.52 0.00 0.16 0.613
20 p-Dichlorobenzene 0.9612 0.75 0.00 0.02 0.825
21 Propylbenzene 1.1391 0.50 0.00 0.15 0.604
22 n-Butylbenzene 1.2800 0.51 0.00 0.15 0.600

a H H*Values ofV were taken from Ref. [43], while values ofp , o a , o b , and R were obtained from Refs. [44,45].x 2 2 2 2
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the retention process. Modeling of retention involv- for all 22 solutes and eight pairs of the stationary and
ing ionic interactions is left for future studies. All mobile phases, and a total of 96 (1238) fitting
solutes were obtained commercially. The retention coefficients needs to be determined for this data set
values of propylbenzene and butylbenzene on using the global LSER. Obviously, more coefficients
Betasil-C /20% THF were missing. The retention would be needed for the LSER fits if more mobile18

values were estimated from the retention of toluene phase compositions were used, and more coefficients
and ethylbenzene using the Martin equation [39–41]. would be needed for the LSST fits if more solutes
The retention values ofp-nitrobenzyl chloride on were included.
Phenyl-SiO /70% ACN and Phenyl-SiO /60% Typical local LSER, LSST, and global LSER fits2 2

ACN were also missing. They were estimated from are given in Figs. 1–3. We see from the plot that
retention at 40 and 70% ACN mobile phase com- local LSER can explain most of the data variation,
positions using LSST. The original retention value of but the standard deviation of the LSER fit is much
3-phenyl propanol on PRP-1/60% ACN deviated larger than the typical experimental uncertainty (0.02
tremendously from the straight line of linear solvent in logk unit). The fitting performance of LSST is
strength theory and therefore was excluded as an much better than that of LSER, and the fitting
outlier. The retention value of the solute used in the performance of global LSER is as good as that of
analysis was estimated from its retention at 50, 70 LSER but worse than that of LSST. Given the
and 80% ACN mobile phase compositions using smaller average residuals using LSST, it is clear that
LSST. a large fraction of the residuals of the LSER fits is

Data analysis package in Excel of Microsoft due to model defects and not to random error in the
Office 97 was used for multiple linear regression and measured retention factors. The fitting performance
related statistical calculations. Singular value de- of LSST is adequate for method development, at
composition and other matrix functions in least over the range in the mobile phase composi-

MATLAB 5.2 from MathWorks were used for tions covered here, but LSER is not good enough for
principal component analysis and other matrix calcu- method development.
lations. Since fewer regression coefficients are needed in a

3. Results and discussions

3.1. Global LSER

The log k values of all 22 solutes at each mobile
phase composition were used to fit the local LSER
model. Therefore, there are a total of 32 separate
local LSER fits for all 32 conditions, and a total of
192 (3236) fitting coefficients are to be determined
for this data set using local LSER. The logk values
of each solute for each pair of the stationary and
mobile phases were used to fit the LSST model.
Therefore, there are a total of 176 (2238) separate
LSST fits for all 22 solutes and eight pairs of the
stationary and mobile phases, and a total of 352
(223832) fitting coefficients are to be determined
for this data set using LSST. The logk values of all
22 solutes at all mobile phase compositions were
concatenated to fit the global LSER model. There-
fore, there are only eight separate global LSER fits Fig. 1. A typical LSER fit.



965 (2002) 3–2310 A. Wang, P.W. Carr / J. Chromatogr. A

mean squares pooled from all eight global LSER fits,
from all 32 local LSER fits, and from all 176 LSST
fits, respectively (Table 3). Despite the two-fold
decrease in the number of fitting coefficients used,
the F-test shows that the goodness-of-fit of the
global LSERs isnot statistically worse than that of
the local LSERs.

These results confirm that the local LSER model
for a single mobile phase composition can be
effectively extended to the global LSER model for
multiple mobile phase compositions within the range
of mobile phase compositions considered here.
Hence, after a total of 12 regression coefficients are
empirically determined for each type of organic
modifier, the global LSER model can be used to
predict the retention of other solutes at other mobile
phase compositions within the range of mobile phase
compositions where LSST is valid. In contrast, the
local LSER model requires a different set of sixFig. 2. A typical LSST fit.
regression coefficients atevery mobile phase com-
position. When retention prediction at more than two

global LSER fit than in a series of local LSER or mobile phase compositions is attempted, the global
LSST fits for the same data, we expect that the LSER approach will be more efficient than the local
goodness-of-fit of the global LSER fits should be LSER model applied at the same number of mobile
worse than that of the local LSER or LSST fits. To phase compositions.
test if the goodness-of-fit of the global LSERs is The F-test indicates that the global LSER fits are
significantly worse than that of local LSERs and that significantly poorer than the LSST fits. Since the
of LSSTs, we did a one-tailedF-test on the residual global LSER is derived from both LSER and LSST,

and the standard deviation of the pooled LSST fits is
significantly better than that of the local LSER fits
for the same data, we conclude that the large
residuals of the global LSER fits must result primari-
ly from the local LSERs, and the performance of
global LSER is limited by that of the local LSER
model. We are convinced that for the global LSER
approach to achieve the same precision that is
possible with LSST, significant improvements in the
LSER model and/or solute’s descriptor values are
necessary. We now proceed to develop the typical-
conditions model which does not use the LSER
descriptors.

3.2. Typical-conditions model

To model the retention under various combina-
tions of different conditions, the 32 conditions (Table
1) were divided into 14 groups (Table 4) each

Fig. 3. A typical global LSER fit. including a different number and types of stationary
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Table 3
F-tests on the residual mean squares pooled from global LSER fits, from local LSER fits, and from LSST, respectively

a 2 b bModel Number of fits SD s df F-ratio F (a50.1)c

Local LSER 32 0.077 0.0059 512 1.07 1.11
LSST 176 (2238) 0.031 0.0010 352 5.77 1.14
Global LSER 8 0.074 0.0055 608

a SD is square root of residual mean squares.
b 2s and df are residual mean squares and degree of freedom for theF-test, respectively.

and mobile phases. The same 22 solutes (Table 2) ation explained by each successive factor. The
were used in each group. retention variations contributed by the experimental

First, PCA was applied to the matrix from each uncertainties should be relatively small and similarly
group to find the minimum number of factors sized, if the experimental uncertainties associated
required to explain the systematic variations in the with the data are truly random. Therefore, a plot of
matrix. Next, the same number of the most orthogon- the PRVs versus number of factors should level off
al conditions (typical conditions) was then selected when all the significant factors have been included in
from the matrix, and the retention under these typical the PCA model [34,42].
conditions was used to model the retention under Plots of the percent residual variance versus
other conditions in the same matrix. Finally, a number of factors for each group are given in Figs.
quadratic model of the relationship between logk 4–7. The breakpoints in the reduction of percent
and f was used together with a typical-conditions residual variance in the plots are quite clear. How-
model to reduce the number of retention measure- ever, we can see from expanded plots that the
ments required for calibration when multiple com- decreases in the percent residual variance after the
positions of each organic modifier are involved. breakpoints continue and become smaller with each

successive factor included in the PCA models. That
is, with the number of factors at the breakpoints3.2.1. The number of conditions needed in the
retained in the PCA model, some minor systematictypical-conditions model
variations in the residuals are still left unmodeled.In principle, the number of factors needed to

Retaining too many factors imports more noiseexplain the systematic variations in a retention data
than signal, and retaining too few factors excludesmatrix can be determined graphically from the
pertinent information. Therefore, a trade-off betweenchange in the percent residual variance (PRV) on the
the number of factors retained in the PCA modelsnumber of factors used in a PCA model [34]. PRV is
(which should be minimal) and the variances ac-the part of retention variation that is not accounted
counted for by these factors (which should befor by the factors included in a PCA model:
maximal) has to be made.r c

2 Since the purpose of this work is to use theˆO O log k 2 log k ( j)s dik ik
i51 k51 retention under typical conditions to model and
]]]]]]]]PRV( j)5 100? r c predict retention under other conditions, it makes no21 2O O log kik sense to predict retention beyond the experimental

i51 k51

uncertainties in the retention measurements. There-(12)
fore, we compared the residual standard deviations at
the breakpoints with the estimated experimentalwhere logk is the original retention data for soluteiik

ˆ uncertainties in our data (|0.02 in log k unit) toon condition k and log k ( j) is the retention dataik

decide if more factors were needed to model thecalculated from the PCA model usingj factors.
retention properly.When the PRV is plotted against the number of

We can see from Figs. 4–7 that the residualfactors in the PCA model, the plot should show a
standard deviations at the breakpoints are all lowercontinuous decrease with each additional PC added
than the estimated experimental uncertainty. That is,to the model because of the smaller retention vari-
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Table 4
Fourteen groups of conditions for principal component analysis, the number of factors needed in a PCA model to explain the systematic
variations in the retention data matrix of each group, and residual standard deviations of the PCA models

Group Stationary Mobile Number of Number of Standard Typical conditions
a aphases phases conditions factors deviation column type/Eluent type

volume fraction

1 Betasil-C ACN 32 6 0.013 Betasil-C /ACN 0.318 18

POMA-ZrO MeOH Betasil-C /MeOH 0.42 18

PS-ZrO THF Betasil-C /THF 0.22 18

Phenyl-SiO POMA-ZrO /MeOH 0.62 2

PRP-1 PS-ZrO /ACN 0.22

PRP-1/ACN 0.8

2 Betasil-C ACN 12 4 0.011 Betasil-C /ACN 0.318 18

MeOH Betasil-C /MeOH 0.518

THF Betasil-C /THF 0.218

Betasil-C /THF 0.518

3 Betasil-C ACN 8 3 0.009 Betasil-C /ACN 0.318 18

MeOH Betasil-C /MeOH 0.418

Betasil-C /MeOH 0.718

4 Betasil-C ACN 8 3 0.010 Betasil-C /ACN 0.318 18

THF Betasil-C /THF 0.218

Betasil-C /THF 0.518

5 Betasil-C MeOH 8 3 0.015 Betasil-C /MeOH 0.418 18

THF Betasil-C /THF 0.218

Betasil-C /THF 0.518

6 POMA-ZrO ACN 8 3 0.009 POMA-ZrO /ACN 0.12 2

MeOH POMA-ZrO /ACN 0.42

POMA-ZrO /MeOH 0.62

7 Betasil-C ACN 4 2 0.005 Betasil-C /ACN 0.318 18

Betasil-C /ACN 0.618

8 Betasil-C MeOH 4 2 0.004 Betasil-C /MeOH 0.418 18

Betasil-C /MeOH 0.718

9 Betasil-C THF 4 2 0.009 Betasil-C /THF 0.218 18

Betasil-C /THF 0.518

10 POMA-ZrO ACN 4 2 0.010 POMA-ZrO /ACN 0.12 2

POMA-ZrO /ACN 0.42

11 POMA-ZrO MeOH 4 2 0.007 POMA-ZrO /MeOH 0.32 2

POMA-ZrO /MeOH 0.62

12 PS-ZrO ACN 4 2 0.009 PS-ZrO /ACN 0.22 2

PS-ZrO /ACN 0.52

13 Phenyl-SiO ACN 4 2 0.005 Phenyl-SiO /ACN 0.42 2

Phenyl-SiO /ACN 0.72

14 PRP-1 ACN 4 2 0.007 PRP-1/ACN 0.5
PRP-1/ACN 0.8

a Each pair of stationary and mobile phases has four conditions of different mobile phase compositions.
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Fig. 4. Plot of percent residual variance versus the number of factors for the retention data matrix of 32 conditions comprised of five
stationary phases and three types of organic modifiers each at four mobile phase compositions. Six factors are needed for the PCA model to
explain the systematic variations in the matrix.

six factors are needed to explain the systematic prediction. As the number of TCs decrease, the less
variations in retention when all 32 conditions are data one needed to collect for retention prediction
considered simultaneously, and only two, three, and when only those conditions from one of these groups
four factors are required when a single stationary are involved. We expect that additional factors will
phase is used with one, two, and three types of be necessary to account for possible ionic and other
mobile phases, respectively. The results are summa- interactions when amines and/or metal complexing
rized in Table 4. We can see from the table that the agents are included in the data sets. Similarly, if one
number of required factors decreases as fewer were to consider a novel phase in which charge
stationary or mobile phases are included in each transfer interactions were significant, additional sol-
group. This is consistent with the fact that there is ute and phase factors would be required.
less variability in the phase chemical properties in a Only six factors are needed for the 32 conditions
group when fewer stationary or mobile phases are comprised of five different stationary phases and
included in the group. The reduction in the number three different organic modifiers, each at four vol-
of required factors is important for practical applica- ume fraction compositions. In contrast, modeling the
tions of the typical-conditions approach to retention same data using the six-terms, LSER would require
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Fig. 5. Plot of percent residual variance versus the number of factors for the retention data matrix of 12 conditions comprised of one
Betasil-C stationary phase and three types of organic modifiers each at four mobile phase compositions. Four factors are needed for the18

PCA model to explain the systematic variations in the matrix.

192 (6 parameters332 conditions) parameters to be analysis (IKSFA) was used to select the same
determined independently. Using the two-terms number of the most orthogonal conditions from the
LSST would require 176 (22 solutes38 pairs of group as the typical conditions for the calibration
stationary and mobile phases) parameters to be (Table 4). These typical conditions represent the
determinedindependently. Based on the PCA results, maximally different and thus chemically most in-
the LSER parameters determined for different con- formative conditions available from all the condi-
ditions and the LSST parameters determined for tions in the group.
different solutes and different pairs of stationary The six typical conditions selected for the group of
phase and organic modifiers arenot independent. 32 conditions (group 1 in Table 4) contain all the

stationary and mobile phase types used except for the
Phenyl-SiO stationary phase. That is, although2

3.2.2. Using the typical conditions to model Phenyl-SiO is quite different from the other two2

retention under other conditions polymeric aromatic phases (PS-ZrO and PRP-1), its2

Once the minimum number of factors had been contribution to the retention variation can be quan-
determined for each group, iterative key set factor titatively described by the retention under conditions
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Fig. 6. Plot of percent residual variance versus the number of factors for the retention data matrix for each of four groups of eight conditions
comprised of one stationary phase and two types of organic modifiers each at four mobile phase compositions. Three factors are needed for
the PCA model to explain the systematic variations in each matrix.

using the other two polymeric aromatic phases. Each variables because of their use as independent vari-
of three mobile phase modifiers is unique in its ables in the regressions.
chemical properties, so all three must be included in A typical TCM fit is shown in Fig. 8, where the
the typical-conditions model as expected. For other retention from Phenyl-SiO and 40% ACN are2

groups of conditions where a single stationary phase modeled by the retention from the six typical con-
is involved (groups 7–14 in Table 4), conditions ditions (group 1 in Table 4). Although Phenyl-SiO2

with the same mobile phase modifier but with the was not included as a typical condition, retention on
two extreme compositions were selected as the this phase is precisely predicted from the retention
typical conditions. under the six typical conditions.

Once the typical conditions had been determined To compare the fitting performance of the typical-
for each group of data, we linearly correlated the conditions approach with that of both the LSER and
retention under each of the remaining conditions in a LSST models, we applied both the LSER and LSST
group with the retention under the typical conditions models to the same data in each group, and did
for the same group. Obviously data obtained under one-sidedF-tests on the residual mean squares
the typical conditions are not used as dependent pooled from the three models (Table 5). TheF-tests
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Fig. 7. Plot of percent residual variance versus the number of factors for the retention data matrix for each of eight groups of four conditions
comprised of one stationary phase and one type of organic modifier at four mobile phase compositions. Two factors are needed for the PCA
model to explain the systematic variations in each matrix.

show that the goodness-of-fit of the typical-con- model in which key interactions go unmodeled. For
ditions model is statistically better than that of either example, there are no explicit terms representing
the LSER or LSST models applied to the same data silanophilic interactions, quadrapole interactions, and
in every group of conditions except the PRP-1/ACN molecular shape factors. LSST approximates a gen-
group where the goodness-of-fits of the typical-con- erally curved relationship between logk and mobile
ditions and LSST models are not significantly differ- phase composition with a quasi-linear relationship
ent due to the exceptionally good LSST fits for this over a limited range of mobile phase compositions
group. [23]. When the curvature becomes significant, the

Although LSER has the advantage of providing accuracy of the LSST retention prediction deterior-
chemical insight and LSST is simpler and easier to ates.
apply in method development, the quantitative per- Since the LSST fits for the PRP-1/ACN group are
formance of both the LSER and LSST models is so much better than for the other groups, we
poorer than the typical-conditions model as de- suspected that the curvature in other groups might be
veloped here. LSER is an approximate retention significant enough to cause poorer LSST fits. There-



965 (2002) 3–23 17A. Wang, P.W. Carr / J. Chromatogr. A

position. The standard solutes must be structurally
diverse, and the number of the standard solutes must
be larger than the number of typical conditions
included in the calibration (two or three times more
may be necessary to cover adequate ranges of solute
properties for the calibration). The calibrated typical-
conditions equation can then be used to predict the
retention of new solutes at that new composition
from their retention measurements under the typical
conditions.

However, when retention at many new composi-
tions is to be predicted using the typical-conditions
model, the number of retention measurements for
calibrating the model at these compositions can be
overwhelming. We found that the number of re-
tention measurements for the calibration can be
reduced when the retention is predicted from a
quadratic retention model [Eq. (13)]. The retention
of each of the standard solutes at a new compositionFig. 8. A typical TCM fit using six typical conditions.
is first predicted from the retention of the same
solute at three mobile phase compositions, and the

fore, we refitted each group using a quadratic predicted retention is then used to calibrate the
relationship [23] between logk and mobile phase typical-conditions model for that new composition.
composition: We applied the quadratic retention model to the same

14 retention data matrices after PCA and IKSFA,
2log k 5 Af 1Bf 1C (13) and found that the performance of this combined

quadratic and typical-conditions approach is not
and did one-sidedF-tests on the residual mean

statistically different from that of the typical-con-
squares pooled from the quadratic and typical-con-

ditions model using measured retention data. More
ditions fits (Table 6). TheF-tests show that the

retention measurements would be required if only the
improvement in goodness-of-fit of the quadratic

quadratic model was used for the same data.
model over the LSST model makes the goodness-of-

The combined use of both the quadratic and
fits for some groups close to or even better than the

typical-conditions models is better explained using
typical-conditions fits.

the diagram below for a hypothetical group of
conditions comprised of two organic modifiers,
assuming that three typical conditions are required3.2.3. Retention as a function of both mobile
for the calibration. The retention of a set of standardphase composition and retention under typical
solutes is used to calibrate both the quadratic andconditions
typical-conditions models. First, the retention of allIn principle, retention under the typical conditions
the standard solutes under three typical conditionscan be used to predict the retention in any mobile
(TC1, TC2, and TC3) is measured. Second, thephase composition over the same range of mobile
retention of each standard solute at three composi-phase compositions used to find the typical con-
tions for each organic modifier (QC1, QC2, and QC3ditions, because no new factor should be introduced
for the first organic modifier, and QC19, QC29, andby just changing the composition in the same
QC39 for the other organic modifier) is measured tocomposition range. The typical-conditions calibration
calibrate the quadratic model for the solute. Some offor a new composition can be established from the
the retention measurements can be used in both theretention measurements of a set of standard solutes
quadratic and typical-conditions models. Next, theunder the typical conditions and at that new com-
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Table 5
F-test on the residual mean squares pooled from typical-conditions regressions, from LSER regressions, and from LSST regressions using
the retention data from each of the 14 groups

a 2 b bGroup Stationary Mobile Number of Model SD S df F-ratio F (a50.1)c

phases phases conditions

1 Betasil-C ACN 32 LSER 0.077 0.00591 512 13.37 1.1318

POMA-ZrO MeOH LSST 0.031 0.00096 352 2.16 1.142

PS-ZrO THF TCM 0.021 0.00044 3902

Phenyl-SiO2

PRP-1

2 Betasil-C ACN 12 LSER 0.077 0.00591 192 19.87 1.2318

MeOH LSST 0.041 0.00165 132 5.55 1.25
THF TCM 0.017 0.00030 136

3 Betasil-C ACN 8 LSER 0.061 0.00368 128 11.77 1.2918

MeOH LSST 0.028 0.00079 88 2.52 1.31
TCM 0.018 0.00031 90

4 Betasil-C ACN 8 LSER 0.078 0.00608 128 20.80 1.2918

THF LSST 0.049 0.00241 88 8.24 1.31
TCM 0.017 0.00029 90

5 Betasil-C MeOH 8 LSER 0.089 0.0080 128 10.84 1.2918

THF LSST 0.042 0.00175 88 2.38 1.31
TCM 0.027 0.00073 90

6 POMA-ZrO ACN 8 LSER 0.100 0.00993 128 54.56 1.292

MeOH LSST 0.020 0.00039 88 2.14 1.31
TCM 0.013 0.00018 90

7 Betasil-C ACN 4 LSER 0.043 0.00181 64 28.31 1.4718

LSST 0.038 0.00145 44 22.73 1.51
TCM 0.008 0.00006 38

8 Betasil-C MeOH 4 LSER 0.075 0.00556 64 130.08 1.4718

LSST 0.011 0.00012 44 2.92 1.51
TCM 0.007 0.00004 38

9 Betasil-C THF 4 LSER 0.102 0.01036 64 49.54 1.4718

LSST 0.058 0.00338 44 16.15 1.51
TCM 0.014 0.00021 38

10 POMA-ZrO ACN 4 LSER 0.090 0.00815 64 31.82 1.472

LSST 0.023 0.00055 44 2.15 1.51
TCM 0.016 0.00026 38

11 POMA-ZrO MeOH 4 LSER 0.108 0.01172 64 109.14 1.472

LSST 0.015 0.00023 44 2.14 1.51
TCM 0.010 0.00011 38

12 PS-ZrO ACN 4 LSER 0.086 0.00746 64 49.76 1.472

LSST 0.039 0.00152 44 10.17 1.51
TCM 0.012 0.00015 38
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Table 5. Continued
a 2 b bGroup Stationary Mobile Number of Model SD S df F-ratio F (a50.1)c

phases phases conditions

13 Phenyl-SiO ACN 4 LSER 0.037 0.00139 64 33.28 1.472

LSST 0.016 0.00026 44 6.32 1.51
TCM 0.006 0.00004 38

14 PRP-1 ACN 4 LSER 0.030 0.00088 64 8.89 1.47
LSST 0.011 0.00013 44 1.30 1.51
TCM 0.010 0.00010 38

a SD is square root of residual mean squares.
b 2s and df are residual mean squares and degree of freedom for theF-test, respectively.

calibrated quadratic equations are used to predict the that group. TheF-test was used to test if the
retention of all the standard solutes at a new com- performance of this combined approach is signifi-
position where retention of new solutes is to be cantly worse than that of the simple typical-con-
predicted from the typical-conditions model. The ditions model using experimental retention data only
retention of the standard solutes predicted from the (Table 7).
quadratic equations is then used to calibrate the TheF-tests show that the performance of the
typical-conditions model for that new composition. combined approach is statistically better than or not
Finally, a typical-conditions equation calibrated for different from that of the typical-conditions model
that new composition is used to predict retention of used alone in every group of conditions, except for
new solutes at that new composition from their the Phenyl-SiO /ACN group (group 13 in Table 4).2

retention measurements at the typical conditions. If In this case, the performance of the combined
the number of new solutes whose retention is to be approach is worse than that of the typical-conditions
predicted is significantly larger than that of the method used alone. However, the residual standard
standard solutes, the number of retention measure- deviation of the combined approach for the Phenyl-
ments for the calibration can be significantly re- SiO /ACN group is much lower than that of the2

duced. estimated experimental uncertainty for our retention

Mobile phase type 1 Mobile phase type 2

TC1 New QC3 New QC2 TC2 New QC29 New TC3
QC1 compositions compositions QC19 compositions compositions QC39

Standard logk Quadratic logk Quadratic logk log k Quadratic logk Quadratic logk
solutes predictions predictions predictions predictions

New logk Typical-conditions predictions logk Typical-conditions predictions logk
solutes

We tested this combined approach to retention data (|0.02 in log k unit). Therefore, the lower
prediction using each of the 14 groups (Table 4). performance of the combined approach in that group
The retention at four mobile phase compositions for makes no practical difference.
each solute were fitted as a quadratic function of the
composition. The retention predicted from the quad-
ratic equations for all the solutes under all the 4. Conclusions
conditions in the group were then correlated with the
original retention under the typical conditions for 1. A global LSER model can be derived from both
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Table 6
F-test on the residual mean squares pooled from typical-conditions regressions and from quadratic regressions using the retention data from
each of the 14 groups

a 2 b bGroup Stationary Mobile Number of Model SD s df F-ratio F (a50.1)c

phases phases conditions

1 Betasil-C ACN 32 Quadratic 0.013 0.00018 176 2.43 1.1818

POMA-ZrO MeOH TCM 0.021 0.00044 3902

PS-ZrO THF2

Phenyl-SiO2

PRP-1

2 Betasil-C ACN 12 Quadratic 0.012 0.00015 66 1.98 1.3318

MeOH TCM 0.017 0.00030 136
THF

3 Betasil-C ACN 8 Quadratic 0.006 0.00004 44 7.40 1.1218

MeOH TCM 0.018 0.00031 90

4 Betasil-C ACN 8 Quadratic 0.014 0.00020 44 1.46 1.1218

THF TCM 0.017 0.00029 90

5 Betasil-C MeOH 8 Quadratic 0.014 0.00021 44 3.53 1.1218

THF TCM 0.027 0.00073 90

6 POMA-ZrO ACN 8 Quadratic 0.014 0.00019 44 1.06 1.382

MeOH TCM 0.013 0.00018 90

7 Betasil-C ACN 4 Quadratic 0.006 0.00003 22 1.83 1.6818

TCM 0.008 0.00006 38

8 Betasil-C MeOH 4 Quadratic 0.007 0.00005 22 1.16 1.6018

TCM 0.007 0.00004 38

9 Betasil-C THF 4 Quadratic 0.019 0.00037 22 1.75 1.6018

TCM 0.014 0.00021 38

10 POMA-ZrO ACN 4 Quadratic 0.014 0.00019 22 1.35 1.682

TCM 0.016 0.00026 38

11 POMA-ZrO MeOH 4 Quadratic 0.014 0.00020 22 1.83 1.602

TCM 0.010 0.00011 38

12 PS-ZrO ACN 4 Quadratic 0.016 0.00026 22 1.72 1.602

TCM 0.012 0.00015 38

13 Phenyl-SiO ACN 4 Quadratic 0.018 0.00033 22 8.01 1.602

TCM 0.006 0.00004 38

14 PRP-1 ACN 4 Quadratic 0.005 0.00003 22 3.67 1.68
TCM 0.010 0.00010 38

a SD is square root of residual mean squares.
b 2s and df are residual mean squares and degree of freedom for theF-test, respectively.
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Table 7
F-test for comparing the performance of retention prediction using the combined quadratic and TCM approach to that of the TCM approach
used alone

a 2 b bGroup Stationary Mobile Number of Model SD s df F-ratio F (a50.1)c

phases phases conditions

1 Betasil-C ACN 32 Quadratic1TCM 0.020 0.00042 480 1.05 1.1318

POMA-ZrO THF TCM 0.021 0.00044 3902

Phenyl-SiO2

PRP-1

2 Betasil-C ACN 12 Quadratic1TCM 0.016 0.00024 204 1.22 1.2218

MeOH TCM 0.017 0.00030 136
THF

3 Betasil-C ACN 8 Quadratic1TCM 0.014 0.00021 144 1.51 1.2718

MeOH TCM 0.018 0.00031 90

4 Betasil-C ACN 8 Quadratic1TCM 0.016 0.00024 144 1.22 1.2718

THF TCM 0.017 0.00029 90

5 Betasil-C MeOH 8 Quadratic1TCM 0.023 0.00052 144 1.42 1.2718

THF TCM 0.027 0.00073 90

6 POMA-ZrO ACN 8 Quadratic1TCM 0.013 0.00017 144 1.01 1.272

MeOH TCM 0.013 0.00018 90

7 Betasil-C ACN 4 Quadratic1TCM 0.006 0.00004 76 1.58 1.4118

TCM 0.008 0.00006 38

8 Betasil-C MeOH 4 Quadratic1TCM 0.006 0.00003 76 1.28 1.4118

TCM 0.007 0.00004 38

9 Betasil-C THF 4 Quadratic1TCM 0.014 0.00020 76 1.03 1.4118

TCM 0.014 0.00021 38

10 POMA-ZrO ACN 4 Quadratic1TCM 0.013 0.00018 76 1.43 1.412

TCM 0.016 0.00026 38

11 POMA-ZrO MeOH 4 Quadratic1TCM 0.010 0.00011 76 1.01 1.462

TCM 0.010 0.00011 38

12 PS-ZrO ACN 4 Quadratic1TCM 0.011 0.00013 76 1.18 1.412

TCM 0.012 0.00015 38

13 Phenyl-SiO ACN 4 Quadratic1TCM 0.011 0.00011 76 2.68 1.462

TCM 0.006 0.00004 38

14 PRP-1 ACN 4 Quadratic1TCM 0.007 0.00005 76 1.91 1.41
TCM 0.010 0.00010 38

a SD is square root of residual mean squares.
b 2s and df are residual mean squares and degree of freedom for theF-test, respectively.

local LSER and LSST models. Within the range of simultaneously model retention in RPLC as a func-
mobile phase compositions where the LSST model is tion of both solute LSER descriptors and mobile
valid, the global LSER model can be used to phase composition. At most 12 coefficients are
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required to establish the global LSER model. Many However, only two, three, and four typical con-
more coefficients would be required if the same data ditions are needed when a single stationary phase
were modeled using the local LSER model or the and one, two, and three different types of mobile
LSST model, because a different LSER calibration is phases are involved, respectively.
required for each mobile phase composition and a 6. Once the number of typical conditions has been
different LSST calibration is required for each determined for a given data set, iterative key set
solute. Therefore, the global LSER model requires factor analysis (IKSFA) can be used to select a set of
fewer retention measurements than local LSER or the most orthogonal conditions from all the con-
LSST models for the calibration when different ditions involved as the typical conditions. The re-
solutes and different mobile phase compositions are tention under each of the remaining conditions in the
involved. data can then be linearly correlated with the retention

2. Even though fewer regression coefficients are under the typical conditions. The performance of the
used in the global LSER fit than a series of local typical-conditions model is better than that of both
LSER fits for the same data, the goodness-of-fit of LSER and LSST applied to the same data.
the global LSER is as good as those of the local 7. In principle, a typical-conditions model estab-
LSERs. However, the residuals of the LSST fits are lished for a give data set is applicable to any new
smaller than those of both the local LSER fits and condition comprised of the same stationary phase
the global LSER fit. The residuals of the global and the same mobile phase type over the same range
LSER fit result mainly from the local LSER model of mobile phase compositions involved in the data.
and are not due to the LSST model. Thus, the The regression coefficients for a new condition can
performance of the global LSER model is limited by be determined from retention measurements for a set
the local LSER model. of standard solutes under both the typical conditions

3. Due to the limitation inherited from LSST, the and the new condition. The calibrated typical-con-
global LSER model can only be applied in the range ditions equation can then be used to predict the
of mobile phase compositions where the LSST retention of new solutes under that new condition
model is valid, and the model has to be calibrated for from their retention measurements under the typical
each different organic modifier or stationary phase conditions.
examined. 8. When retention under multiple mobile phase

4. Typical-conditions model (TCM) expresses compositions is to be predicted, the number of
retention under a given condition as a function of retention measurements for the calibration can be
retention under other typical conditions comprised of reduced by using the retention of standard solutes
either different types or compositions of organic predicted from a quadratic retention model to cali-
modifier in mobile phase or different types of brate the typical-conditions model. The retention of
stationary phase. Retention under the typical con- the standard solutes at a new composition are first
ditions are used as empirical but precise ‘‘descrip- predicted from the retention of the same solutes at
tors’’ to model the retention under other conditions, three different compositions using the quadratic
which makes cross-modifier or cross-stationary phase model. The retention predicted from the quadratic
prediction of retention possible. model is then used to calibrate the typical-conditions

5. The number of typical conditions needed in the model for that new composition. The performance of
typical-conditions model is determined by the chemi- the combined quadratic–TCM approach is statistical-
cal diversity of both the solutes and the conditions ly better than or not different from that of the
involved. Principal component analysis (PCA) can typical-conditions model using measured retention
be used to determine the number of typical con- data.
ditions needed for a given data set. Six typical
conditions are needed for the retention data for 22
structurally diverse solutes under 32 different RPLC
conditions comprised of five different stationary Acknowledgements
phases and three different types of mobile phases
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